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WHY | LIKE BAYESIAN NETWORKS

Machine learning creates black boxes that use probabilistic associations
for prediction, but scientific questions are inherently causal. Causation is
central to how we think and how we understand the world.
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‘They bring enormous promise and peril. In the first of three special articles we explain how they work

Bayesian networks are the opposite: they promote understanding so
that we act to improve the world, easily modelling how interventions will
impact outcomes.




THE CHALLENGES

Bayesian networks have come a long way...
... but there is much we do not understand or we cannot do well:

« Atheory of statistical learning for causal network models.

» Handling latent confounders?
o Model identifiability?
« Relative contributions of parameter and structure learning?

« Scalable methods and software to empower applications.

« Model challenging data with complex structures.
» Space-time data?
o Missing data?
» Heterogeneous populations?



A REALITY CHECK

The actual data.

size

What we assume.

This why | develop bnlearn: | want a software developed with the best
practices software engineering has to offer and that does not crash and
burn when fed real-world data.



BNLEARN: DESIGN AND ARCHITECTURE

BN Repository Simulation & Inference
(class bn.fit) (rbn, cpquery, cpdist, predict)
Learned Network
Confidence
/ (class bn)
Data (bn.cv, boot.strength)
{dataiffame] Learned Parameters Model Averaging
(class bn.fit) network)
Expert Knowledge
iors, whitelist, blacklist, ...
fpriors whitelis,backlist. - ExpelENCRiCEE Expert Systems Visualisation
{class bn) (class bn.fit) (lattice and Rgraphviz)
New and upcoming features: Don’t delay, download today!
« Missing data (EM, PNAL). « Entropy and KL Divergence.

» Custom tests and scores. » More C code, for speed.

« Exact inference (DBN, GBN). » Updating bn. fit objects (soon).




Two MAIN WORKFLOWS IN BNLEARN
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THE SIMULATION WORKFLOW

1. Choose some networks from www.bnlearn.com/bnrepository.

2. Possibly alter their structure and/or parameters to match the scientific
question you want to answer.

3. Generate data sets with rbn (), with replicates across
n/p € {0.1,0.2,0.5,1,2,5}.

4. Runthe learning approach of your choice.

5. Benchmark its outputs.

o Structural measures: compare() and shd().

» Information theoretic measures: H() and KL ().

o Empirical measures, with a validation data set: predict() or logLik().
o Visual analysis: graphviz.compare() and graphviz.chart().

6. Profit!



THE EXPLORATION WORKFLOW

1. Preprocess the data.
» Remove highly correlated variables: dedup ().
o Possibly discretising variables: discretize().
o Possibly imputing missing values: impute().
2. Structure learning with model averaging.
« Establish a blacklist of arc directions that make no sense.
o Learn multiple structures with boot.strength() or
custom.strength().
o Average them with averaged.network().

3. Parameter learning with bn. fit().

4. Model validation and hypothesis generation.

» Canyou find literature supporting the existence of arcs and paths?
o Do their answers (through cpquery (), cpdist(),mutilated(),
predict()) to key questions agree with domain experts?



IN MEDICINE!
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Combining population and clinical trial data for breast cancer survivors [1]. |




IN ENVIRONMENTAL SCIENCES AND EPIDEMIOLOGY!
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Linking pollution with respiratory and cardiovascular diseases in the UK [5].
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IN PsycHoLoGy!

Mapping causal paths between depression symptoms|[2].
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WHAT'S NEXT?

+ At least one between GES and LINGAM, which have become baselines
in much of the causal discovery literature.

» Exact uniform sampling over DAGs from Kuipers & Moffa (2012).

« A query function that returns a conditional distribution.

+ Better exact inference, including CGBNSs.

» The Structural Intervention Distance from Peters & Biilmann (2015).
« Creating twin networks for counterfactuals.

« Support for either state-space or stratified data.

« Better support forincomplete data.
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THAT'S ALL!

HAPPY TO DISCUSS IN MORE DETAIL.
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